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Abstract In this paper, a central discontinuous Galerkin method is proposed to solve for
the viscosity solutions of Hamilton-Jacobi equations. Central discontinuous Galerkin meth-
ods were originally introduced for hyperbolic conservation laws. They combine the central
scheme and the discontinuous Galerkin method and therefore carry many features of both
methods. Since Hamilton-Jacobi equations in general are not in the divergence form, it is not
straightforward to design a discontinuous Galerkin method to directly solve such equations.
By recognizing and following a “weighted-residual” or “stabilization-based” formulation of
central discontinuous Galerkin methods when applied to hyperbolic conservation laws, we
design a high order numerical method for Hamilton-Jacobi equations. The L2 stability and
the error estimate are established for the proposed method when the Hamiltonians are lin-
ear. The overall performance of the method in approximating the viscosity solutions of gen-
eral Hamilton-Jacobi equations are demonstrated through extensive numerical experiments,
which involve linear, nonlinear, smooth, nonsmooth, convex, or nonconvex Hamiltonians.
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1 Introduction

Hamilton-Jacobi (H-J) equation

∂tϕ(x, t) + H(x, ϕ(x, t),∇xϕ(x, t)) = 0, x ∈ � ⊂ R
d (1.1)

with suitable initial and boundary conditions arises in various applications, such as opti-
mal control, differential games, seismic waves, crystal growth, robotic navigation, image
processing and calculus of variations. The solution of such equation may develop discontin-
uous derivatives in finite time even when the initial data is smooth, indicating the classical
solutions may not always exist. To ensure the existence of the solution as well as to single
out the physically relevant solution, the concept of viscosity solutions was established for
H-J equations. Such development is due to Crandall, Evans and Lions among many others,
see e.g. [15, 17]. Throughout the paper, the Hamiltonian H(x, q,p) in (1.1) is called linear
(resp. nonlinear, smooth, nonsmooth, convex, nonconvex) when it is linear (resp. nonlinear,
smooth, nonsmooth, convex, nonconvex) with respect to p.

Since the early work by Crandall and Lions [16] and Souganidis [38], there have been
many numerical methods developed to solve for the viscosity solution of (1.1). Because of
the focus of this paper, some of these methods with high order accuracy are listed here, such
as essentially nonoscillatory (ENO) schemes [33, 34], weighted ENO (WENO) and Her-
mite WENO schemes [21, 35, 40], central schemes [4, 23, 24], and discontinuous Galerkin
methods [6, 20, 27]. The primary goal of this paper is to design a high order numerical
method, namely, a central discontinuous Galerkin (DG) method, to solve H-J equations for
their viscosity solutions.

DG finite element methods were originally devised for conservation laws [7–9, 11,
12, 36] and later for many other applications, see, e.g. [1, 10, 13]. Compared with other
methods, DG methods have many attractive features such as being flexible with complicated
geometries, different boundary conditions, and various local approximations [14, 27, 39],
using compact stencils to achieve high order accuracy, and the easy parallel implementa-
tion. Till now there are mainly two DG methods available for solving H-J equations. Both
were formulated when the Hamiltonian H in (1.1) is in the form of H(x,∇xϕ(x, t)), that is,

∂tϕ(x, t) + H(x,∇xϕ(x, t)) = 0, x ∈ � ⊂ R
d (1.2)

and they can be extended to the general H-J equation (1.1). The first approach is based on
the elegant connection between the H-J equation and the conservation law system. Notice
by differentiating (1.2) with respect to x, one obtains a conservation system for the gradient
field w = ∇xϕ,

∂tw(x, t) + ∇xH(x,w(x, t)) = 0, x ∈ � ⊂ R
d . (1.3)

Different from the standard conservation system, the components of w are not independent.
By following the derivation of DG methods for conservation laws, in addition with a least
squares procedure in each time step (or each time stage depending on the particular time
discretization used) if (1.3) is multi-dimensional, a DG method was proposed in [20]. The
method first solves for w, then the missing constant in ϕ is recovered based on the original
equation (1.2). Later this method was reinterpreted and simplified by Li and Shu in [27],
with the use of locally curl-free approximations for w in a standard DG framework. This
is based on the intrinsic structure of w: curlxw = curlx∇xϕ = 0. The new equivalent formu-
lation in [27] avoids the use of the least squares procedure and involves fewer unknowns,
and therefore reduces the overall computational complexity for multi-dimensional cases.
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Moreover, it recasts the DG method for H-J equations in [20, 25] into the method of lines
framework, which is more natural for analysis and implementation.

The DG method reviewed above reliably captures the viscosity solutions of (1.2). In
terms of accuracy, it is optimal for ∇xϕ and in general suboptimal for ϕ itself with respect
to the approximation properties of discrete spaces. On the other hand, the method is based
on differential equations for ∇xϕ, and in multi-dimensional cases, a single equation (1.2) is
converted to a system of (1.3). In addition, the solutions of (1.2) are often smoother than
those of (1.3). This motivates the development of the second DG method in [6] to directly
solve (1.2). However it is not straightforward to design a direct method for H-J equations in
the DG framework. With one dimension as an example, notice (1.2) contains H(x, ∂xϕ) and
it is in general not in the divergence form. When (1.2) is multiplied by a test function and
integrated, integration by parts can not further shift the differential operator in space from ϕ

to the test function, a simple but commonly used step to define weak solutions and to design
DG methods for many applications.

On the other hand, the “weighted-residual” or “stabilization-based” formulations of DG
methods for linear PDEs are discussed in [2, 3], which reveal in many DG methods the bal-
ance of “how the numerical solution satisfies the PDE locally”, “how the continuity of cer-
tain qualities is imposed across element interfaces” and even “how the boundary condition
is satisfied”. The method proposed in [6] can be regarded as a DG method with such struc-
ture yet for equations which might be nonlinear. For linear Hamiltonians with discontinuous
coefficients or for nonlinear Hamiltonians, since the “weighted-residual” type method alone
in [6] is of Roe type, the scheme may generate entropy violating solutions. To ensure the
convergence to viscosity solutions, an additional entropy correction procedure was adopted.
The L2 stability and the optimal error estimate are established when the Hamiltonian is
linear with smooth coefficients. For nonlinear cases with convex Hamiltonians, numerical
experiments demonstrate the stability and the optimal accuracy of the overall scheme.

In this paper, we propose a high order numerical method, namely, a central DG method,
to directly solve for the viscosity solutions of H-J equations. Central DG methods were in-
troduced in [29–31] for hyperbolic conservation laws, and they combine the central scheme
[22, 28, 32] and the DG method. These methods evolve two copies of approximating solu-
tions defined on overlapping meshes, and they avoid the use of Riemann solvers which can
be complicated and costly for system of equations [26]. The co-existence of two numeri-
cal solutions also provides new opportunities, and one such example is the nonoscillatory
hierarchical reconstruction based on both solutions discussed in [30]. Besides, the methods
carry many features of standard DG methods.

What motivates the scheme in this paper is the observation that the central DG method,
when solving hyperbolic conservation laws [30], can be rewritten into a “weighted-residual”
or “stabilization-based” formulation [2, 3]. By following the structure of such formula-
tion, and with the similar treatment as in [6] to impose the continuity of the solution
across element interfaces, we introduce a central DG method for H-J equations (1.1). When
H(x, ϕ,∇xϕ) = c · ∇xϕ with c being a constant field, the H-J equation is also a conserva-
tion equation, and the proposed method is the same as the one in [30]. When the method
is applied to H-J equations with linear Hamiltonians, we establish the L2 stability and the
error estimate. This estimate is suboptimal with respect to the approximation properties of
discrete spaces, however, we always observe the optimal accuracy of the proposed method
for smooth solutions. In addition, a nonlinear limiting strategy is introduced in order to cap-
ture the viscosity solutions for some examples with nonconvex Hamiltonians, see Sect. 2.2
and Sect. 4. The overall performance of the proposed method in terms of high order accu-
racy and reliability, when approximating the viscosity solutions of general H-J equations,
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is demonstrated through a series of numerical experiments which involve linear, nonlinear,
smooth, nonsmooth, convex, or nonconvex Hamiltonians.

The rest of this paper is organized as follows. In Sect. 2, a central DG method is motivated
and formulated for H-J equations. Theoretical analysis in terms of the L2 stability and the
error estimate for linear Hamiltonian cases is carried out in Sect. 3. In Sect. 4, a collection of
one and two dimensional numerical examples are presented to demonstrate the performance
of the proposed method, which are followed by concluding remarks in Sect. 5.

2 Numerical Scheme

To motivate the scheme, we start with a brief review of the central DG method when applied
to a one dimensional scalar conservation equation

∂tϕ(x, t) + ∂xf (ϕ(x, t)) = 0, x ∈ (0, a). (2.1)

For simplicity, the periodic boundary condition is assumed. The method can also be
defined for multi-dimensional or system cases with general boundary conditions. Let {xi}i

be a partition of [0, a] with xi+ 1
2

= 1
2 (xi + xi+1), Ii = (xi− 1

2
, xi+ 1

2
) and Ii+ 1

2
= (xi, xi+1).

Two discrete spaces associated with overlapping meshes {xi}i and {xi+ 1
2
}i are defined

Vh = V k
h = {v : v|Ii ∈ P k(Ii),∀i}, Wh = Wk

h = {v : v|I
i+ 1

2

∈ P k(Ii+ 1
2
),∀i}

where P k(I ) is the set of polynomials with the degree at most k on I . We further denote
w(x±) = limε→0± w(x + ε), and the jump of w at xi , xi+ 1

2
as [w]i = w(x+

i ) − w(x−
i ),

[w]i+ 1
2

= w(x+
i+ 1

2
) − w(x−

i+ 1
2
) respectively.

To solve (2.1), the central DG method uses both spaces Vh and Wh and its semi-discrete
formulation is given as follows [30]: find ϕh(·, t) ∈ Vh and ψh(·, t) ∈ Wh, such that for any
η ∈ Vh, ξ ∈ Wh and for all i,

∫
Ii

∂tϕhηdx = 1

τmax

∫
Ii

(ψh − ϕh)ηdx +
∫

Ii

f (ψh)ηxdx

− f (ψh(xi+ 1
2
, t))η(x−

i+ 1
2
) + f (ψh(xi− 1

2
, t))η(x+

i− 1
2
), (2.2)

∫
I
i+ 1

2

∂tψhξdx = 1

τmax

∫
I
i+ 1

2

(ϕh − ψh)ξdx +
∫

I
i+ 1

2

f (ϕh)ξxdx

− f (ϕh(xi+1, t))ξ(x−
i+1) + f (ϕh(xi, t))ξ(x+

i ). (2.3)

Here τmax is the maximal time step allowed by the stability condition. It is more suitable to
write τmax = τmax(t), as in implementation τmax is often dynamically chosen and it is closely
related to the actual time step, see Sect. 4. One can refer to [28, 30] for the origin of τmax.
The key observation that motivates the proposed scheme is the following reformulation of
(2.2)–(2.3), after integration by parts with respect to x,

∫
Ii

(∂tϕh + ∂xf (ψh))ηdx = 1

τmax

∫
Ii

(ψh − ϕh)ηdx − [f (ψh)]iη(xi), (2.4)

∫
I
i+ 1

2

(∂tψh + ∂xf (ϕh))ξdx = 1

τmax

∫
I
i+ 1

2

(ϕh − ψh)ξdx − [f (ϕh)]i+ 1
2
ξ(xi+ 1

2
). (2.5)
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Notice that the first term in each of the above equations is a “generalized residual” in the
sense that if ϕh = ψh, this term measures how ϕh satisfies the PDE (2.1) locally. Equa-
tions (2.4) and (2.5) reflect a balance between such generalized residual, continuity of the
flux function f (·) at the element interfaces, and the difference of two approximating solu-
tions ϕh and ψh. DG methods with similar structures defined on one mesh, termed as DG
methods in the “weighted-residual” or “stabilization-based” formulations, are discussed in
[2, 3] for linear PDEs.

Based on the central DG method for hyperbolic conservation laws with the structure of
(2.4)–(2.5) as well as the direct DG method for solving H-J equations introduced by Cheng
and Shu [6], with the same notations as introduced above for meshes and discrete spaces Vh

and Wh, we propose the following central DG method for the one dimensional H-J equation
(1.1): look for ϕh(·, t) ∈ Vh and ψh(·, t) ∈ Wh, such that for any η ∈ Vh, ξ ∈ Wh and for all i,

∫
Ii

(∂tϕh + H(x,ψh, ∂xψh))ηdx

= 1

τmax

∫
Ii

(ψh − ϕh)ηdx − H1(x,ϕh, ∂xϕh)|x=xi
[ψh]iη(xi), (2.6)

∫
I
i+ 1

2

(∂tψh + H(x,ϕh, ∂xϕh))ξdx

= 1

τmax

∫
I
i+ 1

2

(ϕh − ψh)ξdx − H1(x,ψh, ∂xψh)|x=x
i+ 1

2

[ϕh]i+ 1
2
ξ(xi+ 1

2
), (2.7)

where H1(x, q,p) = ∂
∂p

H(x, q,p), the characteristic speed of (1.1) according to its charac-

teristic equations [18]. Though the treatment for the jumps of ϕh and ψh at element interfaces
is similar to the one in [6], the terms involving ϕh − ψh introduce additional stabilization
mechanism and therefore the proposed scheme is reliable to capture the viscosity solutions
without any additional entropy correction procedure, see Theorem 3.1 in Sect. 3 and numer-
ical examples in Sect. 4.

The method proposed above can also be defined for multi-dimensional H-J equations
with structured or unstructured meshes. For simplicity, we here consider a two dimensional
domain � = [0, a] × [0, b] with overlapping rectangular meshes. Let {xi}i and {yj }j be
partitions of [0, a] and [0, b] respectively, with xi+ 1

2
= 1

2 (xi + xi+1), Ii = (xi− 1
2
, xi+ 1

2
),

Ii+ 1
2

= (xi, xi+1), and yj+ 1
2

= 1
2 (yj + yj+1), Jj = (yj− 1

2
, yj+ 1

2
), Jj+ 1

2
= (yj , yj+1). Then

{Di,j }i,j and {Di+ 1
2 ,j+ 1

2
}i,j define two overlapping meshes for �, with Di,j = Ii × Jj and

Di+ 1
2 ,j+ 1

2
= Ii+ 1

2
× Jj+ 1

2
, see Fig. 1. Associated with these meshes, one can define two

discrete spaces:

Vh = V k
h = {v : v|Di,j

∈ P k(Di,j ),∀i, j},
Wh = Wk

h = {v : v|D
i+ 1

2 ,j+ 1
2

∈ P k(Di+ 1
2 ,j+ 1

2
),∀i, j}.

Here P k(D) is the set of polynomials with the total degree at most k on D.
Similar to one dimensional cases, a central DG method for two dimensional H-J equa-

tions (1.1) is defined as follows: look for ϕh(·, t) ∈ Vh and ψh(·, t) ∈ Wh, such that for any
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Fig. 1 Two dimensional
overlapping meshes

η ∈ Vh, ξ ∈ Wh and for all i and j ,

∫
Di,j

(∂tϕh + H(x,ψh,∇xψh))ηdx

= 1

τmax

∫
Di,j

(ψh − ϕh)ηdx

−
∫

Jj

H1(x, ϕh,∇xϕh)|x=xi
[ψh(·, y)]iη(xi, y)dy

−
∫

Ii

H2(x, ϕh,∇xϕh)|y=yj
[ψh(x, ·)]j η(x, yj )dx,

∫
D

i+ 1
2 ,j+ 1

2

(∂tψh + H(x, ϕh,∇xϕh))ξdx

= 1

τmax

∫
D

i+ 1
2 ,j+ 1

2

(ϕh − ψh)ξdx

−
∫

J
j+ 1

2

H1(x,ψh,∇xψh)|x=x
i+ 1

2

[ϕh(·, y)]i+ 1
2
ξ(xi+ 1

2
, y)dy

−
∫

I
i+ 1

2

H2(x,ψh,∇xψh)|y=y
j+ 1

2

[ϕh(x, ·)]j+ 1
2
ξ(x, yj+ 1

2
)dx.

Here (H1(x, q,p),H2(x, q,p)) = ∇pH(x,q,p), which is related to the characteristic speed
of H-J equations [18], and τmax is the maximal time step allowed by the stability condition
[28, 30].
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Remark 2.1 When H(x, ϕ,∇xϕ) = c · ∇xϕ with c being a constant field, the H-J equation is
also a conservation equation, and the proposed method is the same as the one in [30]. When
(1.1) is nonlinear, the proposed scheme is consistent only when k ≥ 1. Take one dimensional
Burgers’ equation as an example, that is, H(x,ϕ, ∂xϕ) = 1

2 (∂xϕ)2 and H1(x,ϕ, ∂xϕ) = ∂xϕ.
When k = 0, ∂xϕh|Ii = ∂xψh|I

i+ 1
2

= 0,∀ i, all terms containing H(x,q,p) and H1(x, q,p)

in (2.6)–(2.7) vanish, and this implies that the scheme is inconsistent to the Burgers’ equa-
tion. Such inconsistency can be avoided by reconstructing the numerical derivative for a
piecewise constant function, and such remedy is not pursued in this paper.

2.1 Numerical Boundary Condition

When the boundary condition is not periodic, the proposed scheme needs to be modified for
the boundary elements. Without loss of generality, we consider the one dimensional com-
putational domain (0, a) and assume x1 = 0 and xN = a. To impose the boundary condition
numerically, at x = 0, (2.6) with i = 1 will be replaced by

∫ x3/2

x1

(∂tϕh + H(x,ψh, ∂xψh))ηdx

= 1

τmax

∫ x3/2

x1

(ψh − ϕh)ηdx

− H1(x,ϕh, ∂xϕh)|x=x1(ψh(x1, t) − gL(t))η(x1)

for the inflow boundary condition φ(0, t) = gL(t), and by

∫ x3/2

x1

(∂tϕh + H(x,ψh, ∂xψh))ηdx = 1

τmax

∫ x3/2

x1

(ψh − ϕh)ηdx

for the outflow boundary condition. At x = a, (2.6) with i = N will be replaced by

∫ xN

x
N− 1

2

(∂tϕh + H(x,ψh, ∂xψh))ηdx

= 1

τmax

∫ xN

x
N− 1

2

(ψh − ϕh)ηdx

− H1(x,ϕh, ∂xϕh)|x=xN
(gR(t) − ψh(xN, t))η(xN)

for the inflow boundary condition φ(a, t) = gR(t), and by

∫ xN

x
N− 1

2

(∂tϕh + H(x,ψh, ∂xψh))ηdx = 1

τmax

∫ xN

x
N− 1

2

(ψh − ϕh)ηdx

for the outflow boundary condition. The boundary condition being inflow or outflow
is either given along with the equation, or can be numerically determined as follows:
H1(x,ϕh, ∂xϕh)|x=0 > 0 (resp. ≤ 0) implies an inflow (resp. outflow) boundary condition
at x = 0, and H1(x,ϕh, ∂xϕh)|x=a < 0 (resp. ≥ 0) implies an inflow (resp. outflow) bound-
ary condition at x = a.
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2.2 Nonlinear Limiter

It is demonstrated that for some examples with nonconvex Hamiltonians, nonlinear lim-
iters are needed in order for the proposed scheme to capture the viscosity solution. Based
on numerical experiments, the following limiting strategy is introduced for P 1 and P 2 ap-
proximations: consider three neighboring cells {C1,C2,C3}, which could be {Ii, Ii+ 1

2
, Ii+1}

or {Ii− 1
2
, Ii , Ii+ 1

2
} for some i. On Ci (i = 1,2,3), the numerical solution is represented as

Ui(x) = a0,i + a1,iξi for P 1 approximations, and Ui(x) = a0,i + a1,iξj + a2,i
3ξ2

i
−1

2 for P 2

approximations. Here ξi = x−ci

|Ci |/2 with ci being the cell center, and a0,i is the cell average of

Ui(x) on Ci . Note the basis functions 1, x, 3x2−1
2 are the first three Legendre polynomials on

[−1,1]. To apply the limiting procedure on C2,

• we first compute two candidates for the “slope” of U2(x) in C2 based on cell averages,

s1 = a0,3 − a0,2, s2 = a0,2 − a0,1;

• let ã1,2 = minmod(a1,2, s1, s2). If a1,2 = ã1,2, no change is needed for U2(x). Otherwise
we replace U2(x) by

Ũ2(x) = a0,2 + ã1,2ξ2,

here

minmod(d1, d2, d3) =

⎧⎪⎨
⎪⎩

min{d1, d2, d3} if d1, d2, d3 > 0,

max{d1, d2, d3} if d1, d2, d3 < 0,

0 otherwise.

In the actual implementation, “a1,2 = ã1,2” can be replaced by |a1,2 − ã1,2| ≤ ε. For instance
in Sect. 4, ε = 10−7 is used for Examples 4.7 and 4.8. This limiting strategy can be regarded
as the minmod slope limiter in [9] yet based on two numerical solutions on overlapping
meshes. For the P 1 case, it is the same as the nonoscillatory hierarchical reconstruction
procedure proposed in [30].

2.3 Time Discretization

Up to now we only have the semi-discrete central DG method, resulting the method of lines
ODE system

�t = L(�, t), (2.8)

where the dependence of L(·, ·) on t comes from the numerical boundary condition. This
ODE system can be further discretized by total variation diminishing (TVD) Runge-Kutta
methods [19, 37]. In Sect. 4, the following second and third order Runge-Kutta methods
are used when k = 1, 2 in V k

h (also in Wk
h ) respectively. �n (resp. �n+1) is the numerical

solution of (2.8) at tn (resp. tn+1), and �tn = tn+1 − tn.
RK2:

�(1) = �n + �tnL(�n, tn),

�n+1 = 1

2
�n + 1

2
�(1) + 1

2
�tnL(�(1), tn+1).
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RK3:

�(1) = �n + �tnL(�n, tn),

�(2) = 3

4
�n + 1

4
�(1) + 1

4
�tnL(�(1), tn+1),

�n+1 = 1

3
�n + 2

3
�(2) + 2

3
�tnL

(
�(2), tn + 1

2
�tn

)
.

3 Theoretical Results

In this section, the L2 stability and the error estimate will be established for the scheme
proposed in Sect. 2 when the Hamiltonian H in (1.1) is linear. The analysis is closely related
to those in [6, 31]. Though only the results for one dimensional cases are presented, similar
results can be obtained for multi-dimensional cases.

3.1 L2 Stability

Theorem 3.1 Consider the one dimensional H-J equation (1.1) with H(x,ϕ, ∂xϕ) =
c(x)∂xϕ and with the periodic boundary condition on (0, a). Let ϕh ∈ Vh and ψh ∈ Wh

be two numerical solutions of the semi-discrete central DG method (2.6)–(2.7), and assume
β = ‖cx‖∞ < ∞. Then the following L2 stability holds

E(T ) +
∫ T

0

1

τmax
�(t)e−β(t−T )dt ≤ E(0)eβT , (3.1)

where

E(t) = 1

2

∫ a

0
ϕ2

h(x, t) + ψ2
h(x, t)dx,

�(t) =
∫ a

0
(ϕh(x, t) − ψh(x, t))2dx.

(3.2)

In particular, when c(x) is a constant, then

E(T ) +
∫ T

0

1

τmax
�(t)dt = E(0). (3.3)

Proof By taking H(x,q,p) = c(x)p in the scheme of (2.6)–(2.7), one gets
∫

Ii

∂tϕhηdx = −
∫

Ii

c(x)∂xψhηdx

+ 1

τmax

∫
Ii

(ψh − ϕh)ηdx − c(xi)[ψh]iη(xi), (3.4)

∫
I
i+ 1

2

∂tψhξdx = −
∫

I
i+ 1

2

c(x)∂xϕhξdx

+ 1

τmax

∫
I
i+ 1

2

(ϕh − ψh)ξdx − c(xi+ 1
2
)[ϕh]i+ 1

2
ξ(xi+ 1

2
). (3.5)
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Let η = ϕh in (3.4) and ξ = ψh in (3.5), and sum up (3.4)–(3.5) over i, we get

1

2

d

dt

∫ a

0
ϕ2

h + ψ2
hdx

= 1

τmax

∫ a

0
(ψhϕh − ϕ2

h + ϕhψh − ψ2
h)dx

−
∑

i

(∫
Ii

c(x)∂xψhϕhdx +
∫

I
i+ 1

2

c(x)∂xϕhψhdx

+ c(xi)[ψh]iϕh(xi) + c(xi+ 1
2
)[ϕh]i+ 1

2
ψh(xi+ 1

2
)

)

= − 1

τmax

∫ a

0
(ϕh − ψh)

2dx

+
∑

i

(∫ xi

x
i− 1

2

cx(x)ψhϕhdx +
∫ x

i+ 1
2

xi

cx(x)ψhϕhdx

)

−
∑

i

(
c(x)ϕhψh

∣∣xi

x
i− 1

2

+ c(x)ψhϕh

∣∣xi+ 1
2

xi

+ c(xi)[ψh]iϕh(xi) + c(xi+ 1
2
)[ϕh]i+ 1

2
ψh(xi+ 1

2
)
)

= − 1

τmax

∫ a

0
(ϕh − ψh)

2dx +
∫ a

0
cx(x)ϕhψhdx

−
∑

i

(
c(xi)ϕh(xi)ψh(x

−
i ) − c(xi− 1

2
)ψh(xi− 1

2
)ϕh(x

+
i− 1

2
) + c(xi+ 1

2
)ψh(xi+ 1

2
)ϕh(x

−
i+ 1

2
)

− c(xi)ϕh(xi)ψh(x
+
i ) + c(xi)[ψh]iϕh(xi) + c(xi+ 1

2
)[ϕh]i+ 1

2
ψh(xi+ 1

2
)
)

= − 1

τmax

∫ a

0
(ϕh − ψh)

2dx +
∫ a

0
cx(x)ϕhψhdx.

Now with E(t) and �(t) defined as (3.2), one gets

d

dt
E(t) + 1

τmax
�(t) =

∫ a

0
cx(x)ϕhψhdx. (3.6)

If c(x) is a constant, (3.6) becomes

d

dt
E(t) + 1

τmax
�(t) = 0,

and integrating in time from 0 to T leads to (3.3).
For more general c(x) with β = ‖cx‖∞ < ∞, (3.6) becomes

d

dt
E(t) + 1

τmax
�(t) ≤ βE(t),

therefore

d

dt
E(t) − βE(t) ≤ − 1

τmax
�(t). (3.7)
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Multiplying e−βt to both sides of (3.7) and integrating in time from 0 to T , one gets (3.1). �

As pointed out in [31], Theorem 3.1 indicates that the energy dissipation of the proposed
scheme is closely related to

∫ a

0 (ϕh(x, t) − ψh(x, t))2dx, the L2 difference of two numerical
solutions ϕh and ψh. This is different from the standard DG method which evolves one nu-
merical solution, and the energy dissipation is related to the jumps of the numerical solution
at element interfaces.

3.2 Error Estimate

Theorem 3.2 Consider the one dimensional H-J equation (1.1) with H(x,ϕ, ∂xϕ) = c∂xϕ

and with the periodic boundary condition on � = (0, a). Let ϕ denote the exact solution
with the initial condition ϕ(x,0) = ϕ0(x) ∈ Hk+1(�), and ϕh ∈ Vh = V k

h , ψh ∈ Wh = Wk
h

be two numerical solutions of the semi-discrete central DG method (2.6)–(2.7). Then the
following L2 error estimate holds

‖ϕ − ϕh‖L2(�) + ‖ϕ − ψh‖L2(�) ≤ Chk. (3.8)

Here the constant C depends on ‖ϕ0‖Hk+1(�) and the final time T .

Based on Remark 2.1, the proposed scheme is exactly the same as the one in [30] when
applied to the linear H-J equation with constant coefficient, which is also the linear scalar
conservation law equation. And the result (3.8) was established by Theorem 2.2 in [31].
Notice that with respect to the approximation properties of discrete spaces V k

h and Wk
h ,

the error estimate (3.8) is suboptimal. In numerical examples however we always observe
optimal convergence rates for smooth examples.

4 Numerical Examples

In this section we report a sequence of one and two dimensional numerical examples to
illustrate the high order accuracy and reliability of the proposed method when approximating
the viscosity solutions of H-J equations (1.1). When discretizing (2.6)–(2.7) (or the two
dimensional scheme) from time tn to tn+1 = tn + �tn, τmax in the scheme and the time step
�tn are computed by

τmax = dtn, �tn = θ dtn,

with θ ∈ (0,1] as a parameter, and dtn is dynamically determined by

dtn = CCFLhx

λx,n

(4.1)

in one dimensional cases and by

dtn = CCFL

/(
λx,n

hx

+ λy,n

hy

)
(4.2)

in two dimensional cases. Here λx,n = ‖H1‖∞ and λy,n = ‖H2‖∞ at t = tn, and they are
computed numerically. hx = mini (min(Ii , Ii+ 1

2
)) and hy = minj (min(Jj , Jj+ 1

2
)). In the nu-

merical experiments reported below, θ = 1 is taken. Unless specified otherwise, the second
order Runge-Kutta method is used for P 1 approximations with CCFL = 0.45, and the third
order Runge-Kutta method is used for P 2 approximations with CCFL = 0.33 [31].
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Table 1 Errors and convergence
orders for Example 4.1 on a
uniform mesh of N cells, t = 1

N L2 error Order L1 error Order

P 0

10 3.57e–01 – 7.77e–01 –

20 1.72e–01 1.05 3.62e–01 1.10

40 8.35e–02 1.04 1.70e–01 1.09

80 4.13e–02 1.02 8.22e–02 1.05

160 2.05e–02 1.01 4.04e–02 1.02

P 1

10 4.33e–02 – 8.72e–02 –

20 1.05e–02 2.05 2.12e–02 2.04

40 2.55e–03 2.04 5.18e–03 2.04

80 6.09e–04 2.06 1.24e–03 2.06

160 1.63e–04 1.91 3.29e–04 1.92

P 2

10 1.68e–03 – 3.33e–03 –

20 2.17e–04 2.96 4.03e–04 3.05

40 2.58e–05 3.07 4.81e–05 3.07

80 3.40e–06 2.92 6.10e–06 2.98

160 4.17e–07 3.03 7.49e–07 3.02

4.1 One Dimensional Examples

Example 4.1 We consider the linear advection equation

{
ϕt + ϕx = 0, x ∈ (0,2π)

ϕ(x,0) = sin(x)

with the smooth initial data and the periodic boundary condition.

For this smooth example, numerical errors and convergence orders are reported in Ta-
ble 1 for P 0, P 1 and P 2 cases. Even though the error estimate in Sect. 3 shows that the
accuracy is suboptimal, we observe optimal (k + 1)-st order of convergence rate when V k

h

and Wk
h are used. Recall that the proposed scheme is inconsistent when (1.1) is nonlinear

(see Remark 2.1), and this is the only example of which numerical results are reported in
this paper when k = 0.

Example 4.2 We consider the linear advection equation

{
ϕt + ϕx = 0, x ∈ (−1,1)

ϕ(x,0) = ϕ0(x)
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Fig. 2 Example 4.2. t = 2 (left), t = 8 (right), N = 100, using P 1 polynomials

Fig. 3 Example 4.2. t = 2 (left), t = 8 (right), N = 100, using P 2 polynomials

with the periodic boundary condition and the nonsmooth initial data

ϕ0(x) = −
(√

3

2
+ 9

2
+ 2π

3

)
(x + 1) +

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2 cos( 3πx2

2 ) − √
3, −1 ≤ x < − 1

3
3
2 + 3 cos(2πx), − 1

3 ≤ x < 0
15
2 − 3 cos(2πx), 0 ≤ x < 1

3
28+4π+cos(3πx)

3 + 6πx(x − 1), 1
3 ≤ x < 1

This example is used to illustrate the dissipative properties of the proposed method. Fig-
ure 2 (resp. Fig. 3) includes the exact solution as well as the P 1 (resp. P 2) numerical so-
lutions after one time period (left) and after four time periods (right), and the features of
the solution are well captured by the method. In addition, one can see that the scheme has
smaller numerical dissipation when using higher degrees of polynomials as approximations.
This is generally the case when lower order methods are compared with higher order meth-
ods.

Example 4.3 We consider the following linear equation
{

ϕt + sign(cos(x))ϕx = 0, x ∈ (0,2π)

ϕ(x,0) = sin(x)

with the nonsmooth coefficient and the periodic boundary condition. The exact solution is
piecewise smooth and its formula can be found in [6].
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Table 2 Errors and convergence
orders for Example 4.3 on a
uniform mesh of N cells,
computed in the subregion
(0,2π)\[1.5,1.64], t = 1

N L2 error Order L1 error Order

P 1

10 1.02e–01 – 1.82e–01 –

20 3.80e–02 1.42 6.59e–02 1.47

40 1.18e–02 1.69 1.95e–02 1.76

80 3.42e–03 1.78 5.22e–03 1.90

160 7.47e–04 2.19 1.25e–03 2.06

P 2

10 3.77e–02 – 5.82e–02 –

20 9.62e–03 1.97 1.35e–02 2.10

40 2.44e–03 1.98 3.41e–03 1.99

80 9.34e–04 1.38 9.52e–04 1.84

160 1.40e–04 2.74 2.01e–04 2.25

Fig. 4 Example 4.3. t = 1,
N = 100, using P 2 polynomials

The numerical solution at t = 1 is plotted in Fig. 4, and it approximates well the exact
solution, which contains a shock in ϕx at x = π

2 and a rarefaction wave around x = 3π
2 .

Errors and convergence orders in Table 2 are computed in (0,2π)\[1.5,1.64] where the
exact solution is H 2. The order of accuracy in this subregion is expected to be min(2, k +1).
We want to mention that the direct DG method introduced in [6] needs an entropy correction
procedure in order to capture the viscosity solution for this example.

Example 4.4 We consider the Burgers’ equation

{
ϕt + 1

2 (ϕx)
2 = 0, x ∈ (0,2π)

ϕ(x,0) = − cos(x)

with the periodic boundary condition and the smooth initial data. The Hamiltonian is non-
linear and convex.
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Table 3 Errors and convergence
orders for Example 4.4 on a
uniform mesh of N cells, t = 0.5

N L2 error Order L1 error Order

P 1

10 2.87e–02 – 4.97e–02 –

20 7.67e–03 1.91 1.35e–02 1.88

40 2.04e–03 1.91 3.61e–03 1.90

80 4.84e–04 2.08 8.56e–04 2.08

160 1.16e–04 2.06 2.05e–04 2.06

P 2

10 2.26e–03 – 3.09e–03 –

20 3.00e–04 2.91 4.07e–04 2.93

40 4.12e–05 2.86 5.56e–05 2.87

80 5.04e–06 3.03 6.72e–06 3.05

160 6.53e–07 2.95 8.51e–07 2.98

Fig. 5 Example 4.4. t = 1,
N = 100, using P 2 polynomials

At t = 0.5, the exact solution is smooth, and the optimal order of accuracy of the pro-
posed scheme is observed for both P 1 and P 2 approximations in Table 3. Later a shock is
formed in ϕx , and it is approximated sharply by the scheme, see Fig. 5 for the solution at
t = 1. In Table 4, errors and convergence orders at t = 1 are reported, and they are computed
in (0,2π)\[3.0,3.28]. The solution in this region is smooth and the numerical results again
show optimal accuracy.

Example 4.5 We consider the Eikonal equation

{
ϕt + |ϕx | = 0, x ∈ (0,2π)

ϕ(x,0) = sin(x)

with the periodic boundary condition and the smooth initial data. The Hamiltonian is
nonsmooth and convex. This example has the same exact solution as Example 4.3. Nu-
merical errors and convergence orders are reported in Table 5, which are computed in
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Table 4 Errors and convergence
orders for Example 4.4 on a
uniform mesh of N cells,
computed in the subregion
(0,2π)\[3.0,3.28], t = 1

N L2 error Order L1 error Order

P 1

10 2.88e–02 – 5.18e–02 –

20 8.67e–03 1.73 1.37e–02 1.92

40 2.71e–03 1.68 3.70e–03 1.89

80 4.14e–04 2.71 7.64e–04 2.28

160 1.03e–04 2.00 1.91e–04 2.00

P 2

10 3.57e–03 – 3.03e–03 –

20 1.06e–03 1.75 7.01e–04 2.11

40 3.53e–04 1.59 1.84e–04 1.93

80 1.79e–05 4.31 8.57e–06 4.43

160 8.00e–07 4.48 6.08e–07 3.82

Table 5 Errors and convergence
orders for Example 4.5 on a
uniform mesh of N cells,
computed in the subregion
(0,2π)\[1.5,1.64], t = 1

N L2 error Order L1 error Order

P 1

10 1.14e–01 – 2.13e–01 –

20 2.51e–02 2.18 4.14e–02 2.36

40 8.76e–03 1.52 1.34e–02 1.63

80 2.77e–03 1.66 3.82e–03 1.81

160 6.57e–04 2.07 1.03e–03 1.89

P 2

10 3.78e–02 – 6.44e–02 –

20 1.09e–02 1.79 1.65e–02 1.97

40 3.19e–03 1.77 4.70e–03 1.81

80 1.17e–03 1.44 1.46e–03 1.69

160 2.68e–04 2.13 3.87e–04 1.92

(0,2π)\[1.5,1.64] where the exact solution is H 2. The order of accuracy in this subre-
gion is expected to be min(2, k + 1). Unlike in [6], the entropy correction procedure is not
needed for the proposed method to capture the viscosity solution.

Example 4.6 The following example

{
ϕt − cos(ϕx + 1) = 0, x ∈ (−1,1)

ϕ(x,0) = − cos(πx)

involves a nonconvex Hamiltonian with the smooth initial data. The boundary condition is
periodic.

At t = 0.5/π2, the exact solution is smooth, and numerical results are presented in Ta-
ble 6, demonstrating the optimal order of accuracy of the proposed method. By the time
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Table 6 Errors and convergence
orders for Example 4.6 on a
uniform mesh of N cells,
t = 0.5/π2

N L2 error Order L1 error Order

P 1

10 2.10e–02 – 2.17e–02 –

20 4.63e–03 2.18 4.80e–03 2.17

40 1.14e–03 2.02 1.15e–03 2.06

80 2.76e–04 2.05 2.77e–04 2.05

160 6.91e–05 2.00 6.93e–05 2.00

P 2

10 1.38e–03 – 1.55e–03 –

20 2.40e–04 2.53 2.22e–04 2.81

40 2.71e–05 3.14 2.35e–05 3.24

80 3.36e–06 3.01 2.86e–06 3.04

160 4.15e–07 3.02 3.45e–07 3.05

Fig. 6 Example 4.6. t = 1.5/π2,
N = 100, using P 2 polynomials

t = 1.5/π2, nonsmooth features have developed in ϕ, and they are reliably captured, see
Fig. 6.

Example 4.7 We consider the Riemann problem with a nonconvex Hamiltonian

{
ϕt + 1

4 (ϕ2
x − 1)(ϕ2

x − 4) = 0, x ∈ (−1,1)

ϕ(x,0) = −2|x|.

Similarly as observed in [20], a nonlinear limiter is needed in order for the proposed
scheme to capture the viscosity solution of this example. This can be seen from Fig. 7, which
contains the exact solution as well as the numerical solutions with (left) and without (right)
the limiting step. The limiter procedure used here is described in Sect. 2.2. Due to the low
regularity of the exact solution, both P 1 and P 2 approximations are of first order accuracy,
see Table 7. For P 2 case, CCFL = 0.2 is taken to determine the time step by (4.1). Note the
P 2 results have larger errors, and this can be explained by the nonlinear limiter adopted
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Table 7 Errors and convergence
orders for Example 4.7 on a
uniform mesh of N cells, t = 1.
The second order Runge-Kutta
method is used for P 1

approximations with
CCFL = 0.45, and the third order
Runge-Kutta method is used for
P 2 approximations with
CCFL = 0.2. The time step
�tn = θdtn is dynamically
determined by (4.1) with θ = 1

N L2 error Order L1 error Order

P 1

10 2.06e–01 – 2.61e–01 –

20 1.05e–01 0.97 1.14e–01 1.19

40 5.31e–02 0.98 5.67e–02 1.01

80 2.66e–02 0.99 2.78e–02 1.03

160 1.33e–02 1.00 1.38e–02 1.01

P 2

10 4.18e–01 – 5.33e-01 –

20 2.24e–01 0.90 2.57e-01 1.05

40 1.14e–01 0.98 1.24e-01 1.06

80 5.72e–02 0.99 6.06e-02 1.03

160 2.85e–02 1.00 2.98e-02 1.02

Table 8 Errors and convergence
orders for Example 4.7 on a
uniform mesh of N cells, t = 1.
The third order Runge-Kutta
method is used for both P 1 and
P 2 approximations, with the
fixed time step
�t = CCFLhx/λx , and
CCFL = 0.18, λx = 3.5,
hx = mini (min(Ii , Ii+ 1

2
))

N L2 error Order L1 error Order

P 1

10 3.74e–01 – 4.98e–01 –

20 1.84e–01 1.03 2.06e–01 1.27

40 9.31e–02 0.98 1.00e–01 1.04

80 4.67e–02 1.00 4.92e–02 1.03

160 2.33e–02 1.00 2.43e–02 1.02

P 2

10 3.77e–01 – 4.90e–01 –

20 1.87e–01 1.01 2.12e–01 1.21

40 9.48e–02 0.98 1.02e–01 1.05

80 4.75e–02 1.00 5.01e–02 1.03

160 2.37e–02 1.00 2.47e–02 1.02

in the computation. In fact, when this limiter is used in some element Ii , the P 2 numerical
solution in Ii will be replaced with a linear polynomial. On the other hand, it is observed that
in the P 2 simulation, the limiter was applied in the central region where the exact solution
is not linear. This implies that P 1 and P 2 approximations will have comparable spatial
errors for this example, and this is confirmed by the results in Table 8 when the same time
discretization, the third order Runge-Kutta method with the fixed time-step �t = CCFLhx/λx

as well as CCFL = 0.18 and λx = 3.5 (an upper bound for ‖H1‖∞ in the (x, t) domain), is
applied in P 1 and P 2 simulations. The computation is carried out with the outflow numerical
boundary condition (see Sect. 2.1). Other nonlinear limiters that were tested yet failed to
capture the viscosity solution for both P 1 and P 2 computations include the minmod slope
limiter in [9] and the nonoscillatory hierarchical reconstruction procedure in [30]. Further
investigation is needed to identify other robust limiting strategies for the proposed scheme
when Hamiltonians are nonconvex and when higher order polynomials are used.
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Fig. 7 Example 4.7. t = 1, N = 100, using P 2 polynomials with (left) and without limiting (right)

Example 4.8 We consider another nonconvex example

{
ϕt + H(ϕx) = 0, x ∈ (0,1)

ϕ(x,0) = ϕ0(x),

with the Hamiltonian

H(u) =
⎧⎨
⎩

1
4 u(1 − u), u ≤ 1

2

1
2 u(u − 1) + 3

16 , u > 1
2

and the initial condition

ϕ0(x) =
{

x − 1
4 , x ≤ 1

4

0, x > 1
4 .

The exact viscosity solution is composed (from left to right) of a linear part, a parabolic
part and a constant state, and the nonlinear limiter turns out to be necessary for capturing
this solution. This can be seen from Fig. 8, which contains the exact solution and the numer-
ical solution with the limiting step (left), and the zoomed-in plots of the exact solution and
numerical solutions with and without the limiting step (right). The limiter procedure used
here is described in Sect. 2.2. In the computation, the outflow numerical boundary condi-
tion is applied. Similar to Example 4.7, it is observed that the nonlinear limiter is used in
the parabolic section of the solution in all simulations, and therefore we here only report
the results (see Table 9) when both P 1 and P 2 computations are performed with the same
time discretization, that is, the third order Runge-Kutta method with the fixed time-step
�t = CCFLhx/λx as well as CCFL = 0.18 and λx = 0.5 (an estimate for ‖H1‖∞ in the (x, t)

domain). Note both P 1 and P 2 approximations are comparable and they are of first order
accuracy due to the low regularity of the exact solution. This example was also discussed in
[5] to illustrate the role of nonlinear limiters in capturing viscosity solutions.
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Table 9 Errors and convergence
orders for Example 4.8 on a
uniform mesh of N cells, t = 2.
The third order Runge-Kutta
method is used for both P 1 and
P 2 approximations, with the
fixed time step
�t = CCFLhx/λx , and
CCFL = 0.18, λx = 0.5,
hx = mini (min(Ii , Ii+ 1

2
))

N L2 error Order L1 error Order

P 1

10 2.15e–02 – 1.94e–02 –

20 5.73e–03 1.91 2.93e–03 2.72

40 2.84e–03 1.01 1.23e–03 1.25

80 1.40e–03 1.02 5.43e–04 1.18

160 6.87e–04 1.03 2.45e–04 1.15

P 2

10 1.57e–02 – 1.41e–02 –

20 5.72e–03 1.46 3.32e–03 2.09

40 2.81e–03 1.02 1.22e–03 1.45

80 1.39e–03 1.02 5.35e–04 1.18

160 6.79e–04 1.03 2.42e–04 1.14

Fig. 8 Example 4.8. t = 2, N = 100, using P 2 polynomials. The solution with limiting (left), zoomed in
comparison of solutions with and without limiting (right)

4.2 Two Dimensional Examples

Example 4.9 We consider the linear advection equation
{

ϕt + ϕx + ϕy = 0, (x, y) ∈ (−1,1)2

ϕ(x, y,0) = sin(π(x + y))

with the periodic boundary condition and the smooth initial data.
This can be regarded as a rotated one dimensional advection equation in two dimensional

space. Similarly as in one dimensional case, the numerical results reported in Table 10 show
the optimal convergence property of the proposed method for this smooth example.

Example 4.10 We consider the Burgers’ equation
{

ϕt + 1
2 (ϕx + ϕy)

2 = 0, (x, y) ∈ (0,2π)2

ϕ(x, y,0) = − cos(x + y)
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Table 10 Errors and
convergence orders for
Example 4.9 on a uniform mesh
of N × N cells, t = 1

N L2 error Order L1 error Order

P 1

10 5.23e–02 – 4.64e–02 –

20 1.55e–02 1.76 1.38e–02 1.75

40 4.05e–03 1.93 3.61e–03 1.93

80 1.02e–03 1.99 9.10e–04 1.99

160 2.56e–04 2.00 2.28e–04 2.00

P 2

10 3.41e–03 – 2.86e–03 –

20 4.28e–04 2.99 3.52e–04 3.02

40 5.14e–05 3.06 4.26e–05 3.05

80 6.53e–06 2.98 5.38e–06 2.98

160 8.52e–07 2.94 6.95e–07 2.95

Table 11 Errors and
convergence orders for
Example 4.10 on a uniform mesh
of N × N cells, t = 0.1, periodic
boundary condition

N L2 error Order L1 error Order

P 1

10 2.23e–02 – 1.32e–02 –

20 6.79e–03 1.72 4.19e–03 1.65

40 1.56e–03 2.12 9.40e–04 2.16

80 3.67e–04 2.08 2.19e–04 2.10

160 9.09e–05 2.01 5.40e–05 2.02

P 2

10 3.45e–03 – 2.11e–03 –

20 4.76e–04 2.86 3.01e–04 2.81

40 5.74e–05 3.05 3.44e–05 3.13

80 6.81e–06 3.07 3.91e–06 3.14

160 8.83e–07 2.95 5.08e–07 2.94

with the smooth initial data.
We first assume the boundary condition is periodic. At t = 0.1, the exact solution is

still smooth, and the proposed scheme demonstrates the optimal convergent behavior in
Table 11. Later at t = 0.5, nonsmooth features form in the solution which are reliably ap-
proximated, see Fig. 9. For the same exact solution, the computation is also carried out with
the non-periodic boundary condition based on Sect. 2.1. The results at t = 0.1 are reported
in Table 12, and they further confirm the optimal convergence property of the method.

Example 4.11 We consider the following nonlinear example

{
ϕt + ϕxϕy = 0, (x, y) ∈ (−π,π)2

ϕ(x, y,0) = sin(x) + cos(y)
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Table 12 Errors and
convergence orders for
Example 4.10 on a uniform mesh
of N × N cells, t = 0.1,
non-periodic boundary condition

N L2 error Order L1 error Order

P 1

10 2.24e–02 – 1.34e–02 –

20 6.82e–03 1.72 4.21e–03 1.67

40 1.57e–03 2.12 9.46e–04 2.15

80 3.70e–04 2.08 2.20e–04 2.11

160 9.16e–05 2.01 5.42e–05 2.02

P 2

10 3.46e–03 – 2.09e–03 –

20 4.79e–04 2.85 3.03e–04 2.79

40 5.80e–05 3.04 3.49e–05 3.12

80 6.96e–06 3.06 4.03e–06 3.12

160 9.21e–07 2.92 5.32e–07 2.92

Fig. 9 Example 4.10. t = 0.5,
N × N = 40 × 40, using P 2

polynomials

with the periodic boundary condition. Different from Examples 4.9 and 4.10, this example
is genuinely two dimensional. Figure 10 shows how the numerical solutions look like when
the exact solution is smooth (left, at t = 0.8), and when singular features form in the solu-
tion (right, at t = 1.5). Errors and convergence orders are presented in Table 13 at t = 0.8,
demonstrating the optimal convergence property of the proposed method.

Example 4.12 This example is related to controlling optimal cost determination, see [34]

{
ϕt + sin(y)ϕx + (sin(x) + sign(ϕy))ϕy − 1

2 sin2(y) + cos(x) − 1 = 0, (x, y) ∈ (−π,π)2

ϕ(x, y,0) = 0.

The boundary condition is periodic and the Hamiltonian is nonsmooth. The numerical so-
lution (left) and the optimal control ω = sign(ϕy) (right) at t = 1 are shown in Fig. 11. The
results are comparable to those by the DG methods in [20] and the WENO methods in [40].
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Table 13 Errors and
convergence orders for
Example 4.11 on a uniform mesh
of N × N cells, t = 0.8

N L2 error Order L1 error Order

P 1

10 2.61e–02 – 1.87e–02 –

20 6.86e–03 1.93 4.74e–03 1.98

40 1.72e–03 2.00 1.18e–03 2.00

80 4.22e–04 2.02 2.92e–04 2.02

160 1.05e–04 2.01 7.30e–05 2.00

P 2

10 3.92e–03 – 2.13e–03 –

20 4.46e–04 3.14 2.40e–04 3.15

40 6.30e–05 2.82 3.15e–05 2.93

80 7.99e–06 2.98 3.90e–06 3.01

160 9.96e–07 3.00 4.77e–07 3.03

Fig. 10 Example 4.11. t = 0.8 (left), t = 1.5 (right), N × N = 40 × 40, using P 2 polynomials

Fig. 11 Example 4.12. The numerical solution (left) and the optimal control sign(ϕy) (right). t = 1,
N × N = 40 × 40, using P 2 polynomials

5 Concluding Remarks

A central discontinuous Galerkin method is proposed in this paper to solve Hamilton-Jacobi
equations. The method is motivated by the “weighted-residual” or “stabilization-based” for-
mulation of central discontinuous Galerkin methods when applied to hyperbolic conserva-
tion laws [29–31]. The L2 stability and the error estimate are established for linear Hamil-
tonians. And the high order accuracy and reliability of the proposed method, when approxi-
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mating the viscosity solutions of more general Hamilton-Jacobi equations, are demonstrated
through a series of numerical experiments. More investigation is needed to identify other ro-
bust nonlinear limiting strategies particularly suitable for the proposed method to capture the
viscosity solutions when Hamiltonians are nonconvex and when higher order polynomials
are used. The suboptimal error estimate for linear cases can also be further improved.

References

1. Arnold, D.N., Brezzi, F., Cockburn, B., Marini, L.D.: Unified analysis of discontinuous Galerkin meth-
ods for elliptic problems. SIAM J. Numer. Anal. 39, 1749–1779 (2001/2002)

2. Ayuso, B., Marini, L.D.: Discontinuous Galerkin methods for advection-diffusion-reaction problems.
SIAM J. Numer. Anal. 47, 1391–1420 (2009)

3. Brezzi, F., Cockburn, B., Marini, L.D., Süli, E.: Stabilization mechanisms in discontinuous Galerkin
finite element methods. Comput. Methods Appl. Mech. Eng. 195, 3293–3310 (2006)

4. Bryson, S., Levy, D.: High-order semi-discrete central-upwind schemes for multidimensional Hamilton-
Jacobi equations. J. Comput. Phys. 189, 63–87 (2003)

5. Bryson, S., Levy, D.: Mapped WENO and weighted power ENO reconstruction in semi-discrete central
schemes for Hamilton-Jacobi equations. Appl. Numer. Math. 56, 1211–1224 (2006)

6. Cheng, Y., Shu, C.-W.: A discontinuous Galerkin finite element method for directly solving the
Hamilton-Jacobi equations. J. Comput. Phys. 223, 398–415 (2007)

7. Cockburn, B., Shu, C.-W.: TVB Runge-Kutta local projection discontinuous Galerkin finite element
method for conservation laws II: general framework. Math. Comput. 52, 411–435 (1989)

8. Cockburn, B., Shu, C.-W.: The Runge-Kutta local projection P1-discontinuous Galerkin finite element
method for scalar conservation laws. Math. Model. Numer. Anal. 25, 337–361 (1991)

9. Cockburn, B., Shu, C.-W.: The Runge-Kutta discontinuous Galerkin method for conservation laws V:
multidimensional systems. J. Comput. Phys. 141, 199–224 (1998)

10. Cockburn, B., Shu, C.-W.: Special Issue on Discontinuous Galerkin Methods. J. Sci. Comput 22–23
(2005)

11. Cockburn, B., Lin, S.-Y., Shu, C.-W.: TVB Runge-Kutta local projection discontinuous Galerkin finite
element method for conservation laws III: one-dimensional systems. J. Comput. Phys. 84, 90–113 (1989)

12. Cockburn, B., Hou, S., Shu, C.-W.: The Runge-Kutta local projection discontinuous Galerkin finite ele-
ment method for conservation laws IV: the multidimensional case. Math. Comput. 54, 545–581 (1990)

13. Cockburn, B., Karniadakis, G., Shu, C.-W.: The development of discontinuous Galerkin methods. In:
Cockburn, B., Karniadakis, G., Shu, C.-W.: Discontinuous Galerkin Methods: Theory, Computation and
Applications. Lecture Notes in Computational Science and Engineering, vol. 11. Springer, Berlin (2000)

14. Cockburn, B., Li, F., Shu, C.-W.: Locally divergence-free discontinuous Galerkin methods for the
Maxwell equations. J. Comput. Phys. 194, 588–610 (2004)

15. Crandall, M., Lions, P.L.: Viscosity solutions of Hamilton-Jacobi equations. Trans. Am. Math. Soc. 277,
1–42 (1983)

16. Crandall, M., Lions, P.L.: Two approximations of solutions of Hamilton-Jacobi equations. Math. Com-
put. 43, 1–19 (1984)

17. Crandall, M.G., Evans, L.C., Lions, P.L.: Some properties of viscosity solutions of Hamilton-Jacobi
equations. Trans. Am. Math. Soc. 282, 487–502 (1984)

18. Evans, L.C.: Partial Differential Equations. American Mathematical Society, Providence (1998)
19. Gottlieb, S., Shu, C.-W., Tadmor, E.: Strong stability-preserving high-order time discretization methods.

SIAM Rev. 43, 89–112 (2001)
20. Hu, C., Shu, C.-W.: A discontinuous Galerkin finite element method for Hamilton-Jacobi equations.

SIAM J. Sci. Comput. 21, 666–690 (1999)
21. Jiang, G.-S., Peng, D.: Weighted ENO schemes for Hamilton-Jacobi equations. SIAM J. Sci. Comput.

21, 2126–2143 (2000)
22. Kurganov, A., Tadmor, E.: New high-resolution central schemes for nonlinear conservation laws and

convection-diffusion equations. J. Comput. Phys. 160, 214–282 (2000)
23. Kurganov, A., Tadmor, E.: New high-resolution semi-discrete central schemes for Hamilton-Jacobi equa-

tions. J. Comput. Phys. 160, 720–742 (2000)
24. Kurganov, A., Noelle, S., Petrova, G.: Semidiscrete central-upwind schemes for hyperbolic conservation

laws and Hamilton-Jacobi equations. SIAM J. Sci. Comput. 23, 707–740 (2001)
25. Lepsky, O., Hu, C., Shu, C.-W.: Analysis of the discontinuous Galerkin method for Hamilton-Jacobi

equations. Appl. Numer. Math. 33, 423–434 (2000)



428 J Sci Comput (2010) 45: 404–428

26. Leveque, R.J.: Finite Volume Methods for Hyperbolic Problems. Cambridge University Press, Cam-
bridge (2002)

27. Li, F., Shu, C.-W.: Reinterpretation and simplified implementation of a discontinuous Galerkin method
for Hamilton-Jacobi equations. Appl. Math. Lett. 18, 1204–1209 (2005)

28. Liu, Y.-J.: Central schemes on overlapping cells. J. Comput. Phys. 209, 82–104 (2005)
29. Liu, Y.-J.: Central schemes and central discontinuous Galerkin methods on overlapping cells. In: Con-

ference on Analysis, Modeling and Computation of PDE and Multiphase Flow, Stony Brook, NY, 2004
30. Liu, Y.-J., Shu, C.-W., Tadmor, E., Zhang, M.: Central discontinuous Galerkin methods on overlapping

cells with a nonoscillatory hierarchical reconstruction. SIAM J. Numer. Anal. 45, 2442–2467 (2007)
31. Liu, Y.-J., Shu, C.-W., Tadmor, E., Zhang, M.: L2 stability analysis of the central discontinuous Galerkin

method and a comparison between the central and regular discontinuous Galerkin methods. ESAIM,
Math. Model. Numer. Anal. 42, 593–607 (2008)

32. Nessyahu, H., Tadmor, E.: Non-oscillatory central differencing for hyperbolic conservation laws. J. Com-
put. Phys. 87, 408–463 (1990)

33. Osher, S., Sethian, J.: Fronts propagating with curvature dependent speed: algorithms based on
Hamilton-Jacobi formulations. J. Comput. Phys. 79, 12–49 (1988)

34. Osher, S., Shu, C.-W.: High-order essentially nonoscillatory schemes for Hamilton-Jacobi equations.
SIAM J. Numer. Anal. 28, 907–922 (1991)

35. Qiu, J., Shu, C.-W.: Hermite WENO schemes for Hamilton-Jacobi equations. J. Comput. Phys. 204,
82–99 (2005)

36. Reed, W.H., Hill, T.R.: Triangular mesh methods for the neutron transport equation. Technical Report
LA-UR-73-479, Los Alamos Scientific Laboratory (1973)

37. Shu, C.-W.: Total-Variation-Diminishing time discretizations. SIAM J. Sci. Stat. Comput. 9, 1073–1084
(1988)

38. Souganidis, P.E.: Approximation schemes for viscosity solutions of Hamilton-Jacobi equations. J. Differ.
Equ. 59, 1–43 (1985)

39. Yuan, L., Shu, C.-W.: Discontinuous Galerkin method based on non-polynomial approximation spaces.
J. Comput. Phys. 218, 295–323 (2006)

40. Zhang, Y.-T., Shu, C.-W.: High-order WENO schemes for Hamilton-Jacobi equations on triangular
meshes. SIAM J. Sci. Comput. 24, 1005–1030 (2003)


	A Central Discontinuous Galerkin Method for Hamilton-Jacobi Equations
	Abstract
	Introduction
	Numerical Scheme
	Numerical Boundary Condition
	Nonlinear Limiter
	Time Discretization

	Theoretical Results
	L2 Stability
	Error Estimate

	Numerical Examples
	One Dimensional Examples
	Two Dimensional Examples

	Concluding Remarks
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


